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What is a FlexBuff?

o Powerful COTS computer
@ Lots of disk drives

@ Almost drop-in replacement for Markb
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FlexBuff data organization

All disks mounted under /mnt/ as disk<N>/
On all disks a directory is created

File chunks are created in these directories

Unix tools to access data
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FlexBuff usage
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FUSE file system
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VBS remove

ove -h
-e EXPERIMENT [-f FLEXBUFF [FLEXBUFF ...]1]
-5 STATION [STATIOM ...]]

VBS files from flexbuffs and their references from the database

optional arguments:
-h, --help show this help message and exit

-2 EXPERIMENT, --experiment EXPERIMENT

-f FLEXBUFF [FLEXBUFF ...], --flexbuff FLEXBUFF [FLEXBUFF ...]
Flexbuff(s) to remove files from, default: all local
flexbuffs

-5 STATIOM [STATION ...], --station STATION [STATION ...]
Stationls) to rem data for, defsult: all stations
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Transfer overview

Experiment schedule from vlbeer
Experiment ends, locate file chunks
Extract recording names and transfer them

Verify all chunks have been transferred correctly

Enter the chunks in a database, ready for correlation
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Locate file chunks

@ /mnt/disk*/<experiment>_<station>_<scan>/
<experiment>_<station>_<scan>.<N>

@ ssh oper@flexbuff
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Transfer recordings

@ “oper/.JIVE.allow
2014-07-01 00:00:00 2042-07-30 00:00:00 1000

@ In parallel with recording
runtime = flexbuff_transfer_<Station>

@ Choose destination FlexBuff and port
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Network graph

e UDT
@ Connection per file chunk
@ Locating chunks can take a long time

HPB212z| - Traffic - D1 (SURF-3)

e pE

12 13 14 15 16 17 18
From 2015-06-11 15:55.00 To 2015-06-18 155500

bits per secand

Einbound  Current 9.28 k Average: 252,24 M Maximum: 731.83 M
M Outbound  Current: 22,04 k  Average: 20.65M Maximum: 315.03 M
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Verify recordings

@ Presence

e Size

@ “oper/.JIVE.transferred

@ !file_check? O : VDIF : 32 : 2015y168d14h17m42.0391s :

1.99197s : 32Mbps : O ;
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Error handling

@ Retry on error

@ Continue where error occurred
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Correlate

Configuration

Experiment:

Profile:
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Using a Mark6 as a FlexBuff

@ Different disk mount points:
/mnt/disk/[1234]/[0-71/

@ Mount status
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Parallel recording since session 3, 2014
Network rate capped at 1000Mbps
DBBC

Race condition and memory leak
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Session 3, 2014
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@ Sign/magnitude swap
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Session 1, 2015
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Session 1, 20
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o Kernel settings

@ Monitor packet loss: evlbi?
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@ Still some packet loss at start
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@ Memory initialization
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Session 2, 20

@ Successful second half
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o Correlate against other stations
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Questions/comments?

Questions/comments?
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